
 
 

1 
 

BOOK OF ABSTRACTS 

 

 
 

 

 

 

 
 

 

 

 

 

 

 

4th International Conference on Advances in Statistics 

  



 
 

2 
 

 
 

 
 

 

 

 

 

 

 
MAY 11-13  2018 

Original Sokos Hotel Olympia Garden – St Petersburg/Russia 

http://www.icasconference.com/ 

 

  



 
 

3 
 

 
ICAS’2018 

 

4th International Conference on Advances in Statistics 

 

St Petersburg/Russia 
 

Published by the ICAS Secretariat 

Editors: 

Prof. Dr. İsmihan Bayramoğlu 

 

 
ICAS Secretariat 

Büyükdere Cad. Ecza sok. Pol Center  4/1 Levent-İstanbul 
E-mail: aioc.statistics@gmail.com 

http://www.icasconference.com 

 

 

ISBN:  978-605-68450-0-0 

 

Conference organised in collaboration with Smolny Institute of the                                     

Russian Academy of Education 

 

 

 

 

 

 
Copyright @ 2018 AIOC and Authors 

All Rights Reserved 
No part of the material protected by this copyright may be reproduced or 
utilized in any form or by any means electronic or mechanical, including 

photocopying , recording or by any storage or retrieval system, without written 
permission from the copyrights owners. 

http://www.icasconference.com/


 
 

4 
 

SCIENTIFIC COMMITTEE 

 
Prof. Dr. Barry C. ARNOLD 

University of California, Riverside – USA 

Prof. Dr. Gülay BAŞARIR 

Mimar Sinan Fine Arts University – Turkey 

Prof. Dr. İsmihan BAYRAMOGLU (BAIRAMOV) 

Izmir University of Economics – Turkey 

Prof. Dr. Narayanaswamy BALAKRISHNAN 

Keynote Speaker / McMaster University – Canada 

Prof. Dr. Hamparsum BOZDOGAN 

The University of Tennessee – USA 

Prof. Dr. Şahamet BULBUL 

Marmara University – Turkey 

Prof. Dr. Aydın ERAR 

Mimar Sinan Fine Arts University – Turkey 

Prof. Dr. Leda MINKOVA 

Department of Probability, Operations Research and Statistics 

University of Sofia “St. Kliment Ohridski 

Prof. Dr. Jorge NAVARRO 

Facultad de Matematicas, Universidad de Murcia – Spain 

Prof Dr Sarjinder Singh 

Texas A&M University-Kingsville – USA 

Prof. Dr. Müjgan TEZ 

Marmara University – Turkey 

Prof. Dr. Nikolai KOLEV 

Department of Statistics, University of Sao Paulo 

Prof. Dr. İ. Esen YILDIRIM 

Marmara University – Turkey 

Assoc. Prof. Dr. Barıs ASIKGIL 

Mimar Sinan Fine Arts University – Turkey 

Assoc. Prof. Dr. Gulhayat GÖLBAŞI ŞİMŞEK 

Yıldız Technical University – Turkey 



 
 

5 
 

Assoc. Prof. Dr. Fatma NOYAN TEKELİ 

Yıldız Technical University – Turkey 

Assoc. Prof. Dr. Esra Akdeniz DURAN 

Istanbul Medeniyet University – Turkey 

Dr. Ilham AKHUNDOV 

Faculty of Mathematics University of Waterloo – Canada 

 

  



 
 

6 
 

ORGANIZATION COMMITTEE 
 

Prof. Dr. İsmihan BAYRAMOGLU (BAIRAMOV) 

Izmir University of Economics – Turkey 

Conference Chair 

Prof. Dr. Hamparsum BOZDOGAN 

The University of Tennessee – USA 

Assoc. Prof. Dr. Gulhayat GOLBASI SIMSEK 

Yıldız Technical University – Turkey 

Assoc Prof. Dr. Barıs ASIKGIL 

Mimar Sinan Fine Arts University – Turkey 

Assoc. Prof. Dr. Fatma NOYAN TEKELI 

Yıldız Technical University – Turkey 

Assist. Prof. Dr. Ibrahim GENC 

Istanbul Medeniyet University – Turkey 

Assist. Prof. Dr. Gulder KEMALBAY  

Yıldız Technical University – Turkey 

Instructor PhD Ozlem BERRAK KORKMAZOGLU 

Yıldız Technical University – Turkey 

  



 
 

7 
 

Dear Colleagues, 

On behalf of the Organizing Committee, I am pleased to invite you to participate in 4th 

INTERNATIONAL CONFERENCE ON ADVANCES IN STATISTICS which will be held 

in St.Petersburg, Russia dates between 11-13 May, 2018 . 

We cordially invite prospective authors to submit their original papers to ICAS-2017, 

Helsinki. 

 

 

Selected papers will be published in Communications in Statistics-Theory and Method, 

indexed by SCI-Expanded. 

We hope that the conference will provide opportunities for participants to exchange and 

discuss new ideas and establish research relations for future scientific collaborations. 

In addition to scientific program there will be also social activities including sightseeing 

which we hope will leave a pleasant trace on your memory. 

Conference Website :  http://icasconference.com 

E Mail: aioc.statistics@gmail.com 

On behalf of Organizing Committee: 

Conference Chair 

Prof. Dr. Ismihan BAYRAMOGLU, 

Izmir University of Economics 
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FIBONACCI SEQUENCES OF RANDOM VARIABLES 
 

Ismihan BAYRAMOĞLU1  
 

1Department of Mathematics, Izmir University of Economics, Izmir, Turkey  

E-mail: ismihan.bayramoglu@ieu.edu.tr 

 

Abstract 

 

    We consider a sequence of random variables constructed on the base of Fibonacci sequence 

of numbers. It is shown that the structure of this sequence can be determined completely by two 

initial absolutely continuous random variables and the members of Fibonacci sequence.  We 

investigate the distributional and limit properties of this sequence.  Some examples of Fibonacci 

random sequences leading to new interesting distributions are given. The graphical illustrations 

are provided.  The R code with simulated values and graphs of Fibonacci random sequence is 

also given. 

 

Key Words: Random variable, distribution function, probability density function, sequence of 

random variables.  
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A STUDY FOR VISUALLY COMPARISON OF TWO DENDOGRAMS 

USING CAUSES OF DEATH STATISTICS OF TURKEY 
 

Elif Çiğdem ALTUNOK1, Edis HACILAR2,  
 

1 Yeditepe University, Faculty of Medicine, Department of  Biostatistics and Medical Informatics, Istanbul, 

Turkey. ecaltunok@yeditepe.edu.tr 
2 Yeditepe University, Faculty of Medicine, Phase III student Istanbul, Turkey. edishacilar@gmail.com  

 

 

Abstract  

 

The researcher should know the importance of fully exploring the features of data before 

statistical summarization and statistical tests. If the researcher cannot be able to see the nature 

of the data, research will result with mistaken conclusions. The primary tools of exploratory 

data analysis are graphics and summary statistics that convert a confusing amount of numbers 

into pictures and few descriptive numbers that are easily assimilated and understood [1]. 

Hierarchical Cluster Analysis is a widely used family of unsupervised statistical methods for 

classifying a set of items into some hierarchy of clusters (groups) according to the similarities 

among the items [2]. In clustering, clusters are often computed incrementally. In the beginning 

each object forms its own cluster, and then, step-by-step, the pair of clusters that is closest 

according to some distance measure is joined. A binary tree called dendrogram, where the 

leaves represent elements and each inner node of the tree represents a cluster containing the 

leaves in its sub tree, naturally represents such a hierarchical clustering. Pairs of dendrograms 

of the same data stemming from different clustering algorithms or parameter settings can be 

compared visually using tanglegrams [3]. The tanglegram function allows the visual 

comparison of two dendrograms, from different algorithms or experiments, by facing them one 

in front of the other and connecting their labels with lines. In this study, it is aimed to present 

tanglegram as an alternative and powerful comparison tool to explore the two dendograms with 

an application. The 2016 causes of death statistics of Turkey were taken from TUIK research 

for the application. R 3.4.4 and dendextend is an R package was used. Using hierarchical 

clustering analysis, we compared dendograms, which were evaluated from two clustering 

algorithms single vs complete linkage. The entanglement function, which measures the quality 

of the tanglegram, was calculated and Cophenetic and Baker correlation coefficients were 

obtained. As a result, after demonstrating dendograms, tanglegram was illustrated for two 

different algorithms. The entanglement function corresponds to a good alignment layout and 

there was a strong relationship between two clustering algorithms. It was shown that two 

clustering algorithms support each other with few differences. In conclusion, it was found that 

clusters are validated, and can be used for conclusions. Tanglegram can be used as sensitivity 

and replicability analysis for researchers who are interested in validating their hierarchical 

clustering results.   

Key Words: Hierarchical Cluster Analysis, Dendogram, Tanglegram, Entanglement Function 
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A COMPARISON OF BAYESIAN AND CLASSICAL APPROACHES TO 

EVALUATE THE RISK FACTORS FOR CHRONIC KIDNEY DISEASE 

IN THE ELDERLY INDIVIDUALS 

Elif Çiğdem ALTUNOK1, Zehra Eren2 Yaşar KÜÇÜKARDALI2,  
 

1 Yeditepe University, Faculty of Medicine, Department of  Biostatistics and Medical Informatics, Istanbul, 

Turkey. ecaltunok@yeditepe.edu.tr 
2 Yeditepe University, Faculty of Medicine, Department of Internal Medicine, Istanbul, Turkey. 

zeren@yeditepe.edu.tr ,yasarkardali@yeditepe.edu.tr  

 

 

Abstract  

 

Chronic kidney disease (CKD) is serious health problem in general population with an 

increasing incidence and prevalence among the elderly [1]. Poor outcomes of CKD include 

progression to end-stage kidney failure and complications of decreased kidney function, such 

as hypertension, anaemia, reduced quality of life etc. The high prevalence of CKD in this 

population indicates a need for greater awareness regarding the risks of CKD and aggressive 

management for CKD prevention. Because of that reasons advanced statistical approaches 

should be performed to predict early recognition [2].  The classical assessment of the risk factors 

of a disease in a study depends on calculating p-values. The publication of studies hinges upon 

p values that play a deciding role in whether the data are thought to reflect an actual difference, 

or random happenstance. However, just because a measure is ubiquitous does not necessarily 

mean that it is the best measure. In particular, Bayesian methods, and Bayes factors, have been 

suggested as an excellent alternative to overcome some of the shortcomings of classical tests 

(frequentist) and the associated p-values [3]. The aim of this study is to compare the Bayesian 

approach to statistics and to contrast it with the frequentist approach. In this study, data were 

taken from 8-year single-centre, cohort study consisting of 612 people living in a nursing home 

from 2005–2013 [4]. Standard demographic, clinical and physiological data were collected and 

outcome variable glomerular filtration rate (GFR or eGFR) was calculated which is a diagnostic 

tool for CKD. SPSS 25, AMOS were used for statistical evaluations. For classical approach two 

independent samples t-tests were used to evaluate the differences in means between the two 

groups. The Chi-square test was used to compare the frequencies of the groups. Multiple logistic 

regression analysis was used to evaluate the independent factors of CKD. Age OR= 0.95, 95% 

CI (0.93–0.96), female sex OR=3.32, 95% CI (2.25–0.91), hypertension OR=2.13, 95% CI 

(1.44–3.161), congestive heart disease OR=1.56, 95% CI (1.02–2.38) and coronary artery 

disease (OR 1.84, 95% CI 1.20–2.81) were significantly associated with CKD. For Bayesian 

approach the models have been estimated using Markov chain Monte Carlo methods with Gibbs 

sampling. Bayes factors were calculated using the BIC method. Significance level for 

computing credible intervals was specified 95%, tolerance value was 0,0001. Iteration was 

specified 2000 and 10000 samples simulated to posterior distribution. Bayes factors were 

interpreted by commonly used thresholds to define significance of evidence. It was found that 

Bayesian approach supports the decisions of classical approach. Bayesian methods are more 

flexible and their results more clinically interpretable, but they require more careful 

development and specialized software. Using these high evidences, early recognition of CKD 

might improve drug dosages, treatment of CKD-related comorbidities and renal management 

to prevent the loss of kidney function. 

 

Key Words: Bayesian approach, Frequentist approach, Bayesian factors, Odds Ratios, Chronic 

kidney disease  
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THE JOINT DISTRIBUTION OF MARGINAL RECORDS IN 

EXTENDED BIVARIATE RANDOM SEQUENCES 
 

Gülder KEMALBAY1  
 

1Yıldız Technical University, Faculty of Art & Science, Department of Statistics,  

E-mail: kemalbay@yildiz.edu.tr 

 

Abstract 

 

In this study, we are dealing with marginal records in extended bivariate sequences and 

interested in the joint distributions of marginal record times and values. For this purpose, some 

distributional properties of upper record vectors are provided. The obtained probability mass 

function of record times and cumulative density function of record values come into 

prominence while predicting future records based on the past observations. Assuming record in 

rainfall intensity and rainfall depth as an example of bivariate record data, we can predict the 

next record value of rainfall depth given the record value of rainfall intensity having 

observations up to present time. This prediction is crucial for reducing the risk and preventing 

the extreme flooding events. However, we provide some numerical and graphical examples for 

underlying distributions including also independence case. 

 

Key Words: extended sequence, bivariate records, copula, record time, record value 
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Abstract 

 

This study aims to propose a hybrid model that combines two common methods for predicting 

the tourism demand: the seasonal auto-regressive integrated moving average method 

(SARIMA) and Artificial Neural Network (ANN). For this purpose, the Box–Jenkins 

methodology is applied and several alternative specifications are tested. A methodology based 

on integrating the data obtained from autoregressive integrated moving average model in the 

artificial neural network model to predict the number of monthly tourist arrivals. The results 

indicate that the hybrid models outperform either of the models used separately.  This 

methodology may become a powerful decision-making tool at other inspection facilities of 

tourism demands.  

Key Words: Tourism Forecasting, Hybrid Model, Seasonal Adjustment, ARIMA, ANN. 

 

References  

 

[1] Aslanargun, A., Mammadov, M., Yazici, B., & Yolacan, S. (2007). Comparison of ARIMA, 

neural networks and hybrid models in time series: tourist arrival forecasting. Journal of 

Statistical Computation and Simulation, 77(1), 29-53. 

[2] Cadenas, E., & Rivera, W. (2010). Wind speed forecasting in three different regions of 

Mexico, using a hybrid ARIMA–ANN model. Renewable Energy, 35(12), 2732-2738. 

[3] Faruk, D. Ö. (2010). A hybrid neural network and ARIMA model for water quality time 

series prediction. Engineering Applications of Artificial Intelligence, 23(4), 586-594. 

[4] Shahrabi, J., Hadavandi, E., & Asadi, S. (2013). Developing a hybrid intelligent model for 

forecasting problems: Case study of tourism demand time series. Knowledge-Based Systems, 

43, 112-122. 

[5] Song, H., & Li, G. (2008). Tourism demand modelling and forecasting—A review of recent 

research. Tourism management, 29(2), 203-220. 

 

 

 

 

 

 

 

mailto:berak@yildiz.edu.tr
mailto:kemalbay@yildiz.edu.tr


 
 

23 
 

AN ALIGNMENT OPTIMIZATION FOR MEASUREMENT 

INVARIANCE 

 

Batuhan ÖZKAN1 , Fatma NOYAN TEKELİ 2 

 1Yıldız Technical University, Faculty of Art & Science, Department of Statistics, 

batuhan81@gmail.com 

2Yıldız Technical University, Faculty of Art & Science, Department of Statistics, fnoyan@yildiz.edu.tr 

 

Abstract  

 

Multi item questionnaires are often used to investigate scores on hidden factors such as human 

values, attitudes and behaviours. Such researches often involve a comparison between certain 

groups of individuals over time, at one or more points. Significant comparisons of means or 

relationships between constructs across groups require equivalent measures of these structures. 
MEASUREMENT INVARIANCE IS THE DEGREE TO WHICH THE MEASUREMENT MODEL OF A 

LATENT VARIABLE IS THE SAME ACROSS GROUPS INVOLVED IN THE ANALYSIS. Multi group 

confirmatory factor analysis is the most commonly used technique for evaluating measurement 

invariance (MI). However, when many groups are taken into account, the measurement equality 

or invariance tests often fail. Asparouhov and Muthén (2014) presented a new method for 

measurement invariance, called alignment method. In this study, we will discuss two methods 

for investigating measurement invariance for using monte carlo simulation. Then, we will use 

this two methods for investigate the measurement invariance of Retail Service Quality Scale 

across different retailers. 

 

 

Key Words:  measurement invariance, alignment method; multiple group Confirmatory; 
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Abstract 

 

Systemic risk, one of the most discussable and worked subjects after the global financial crisis 

of 2008, was studied on the behalf of banks operating in Turkey. The aim of this study to 

analyze the banks in Turkey in terms of systemic risk and to identify systemically important 

banks of Turkey by using Conditional Value-at-Risk (CoVaR).  

One of the measurement methods of systemic risk, CoVaR [1] has been applied by the way of 

quantile regression [2] in this study. The quarterly and yearly publicly announced financial 

indicators of the banks were used. During the process of evaluating the contribution of the 

financial institutions to the financial system’s systemic risk, it has been estimated value-at-risk 

(VaR) and CoVaR of these banks by using quantile regression taking into consideration the 

growth rate of return of assets of each bank, macro-economic variables of financial system and 

banking variables. Afterwards, their contribution to systemic risk was estimated separately. 

 

Key Words: Systemic risk, systemically important bank, conditional value at risk, value at risk, 

quantile regression 
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Abstract  

Electricity price forecasting is very important in a competitive market. Decision makers highly 

benefit from accurate forecasting. There should be a balance between electricity production and 

consumption since electricity cannot be stored. Shocks to demand or supply affect the electricity 

prices. Therefore, electricity prices show high volatility. In addition, it may have multiple levels 

of seasonality. Thus it makes forecasting very difficult with conventional methods. Time series 

generally have both linear and nonlinear patterns. Zhang [1] proposed a hybrid methodology 

which combines linear and nonlinear components. According to hybrid methodology, predicted 

values of a time series can be obtained from summation of linear component and nonlinear 

component. In this study, hybrid models are constructed with SARIMA, TBATS and Neural 

Network models for analysis of hourly electricity prices in Turkey. Using a hybrid model can 

give better results in forecasting. Both linear and nonlinear parts of the time series can be 

modeled by this approach. The data set used in this study is hourly electricity demand (in MWh) 

and price (in TL/MWh) of Turkey. Series is from 1st January 2012 to 15 January 2018. This 

time period equivalent to 52944 hours. There are multiple seasonality in the series. In the first 

hybrid model, Seasonal Autoregressive Integrated Moving Average (SARIMA) model is used 

to capture the linear behavior of the electricity price series. However, nonlinear patterns cannot 

be modeled by SARIMA models. In the second hybrid model, TBATS model which is 

introduced by De Livera et al [2] is used to model linear structure. TBATS model uses 

exponential smoothing and also allows for automatic Box-Cox transformation and ARMA 

errors. In both hybrid models, NARX Neural Network is used to model the nonlinearity in the 

series. Residuals of the SARIMA model and TBATS model are used as output variable in the 

Nonlinear Autoregressive Model with Exogenous Inputs (NARX). Electricity demand is used 

as exogenous variable in NARX model. Number of hidden neurons and number of delays are 

determined according to have a well performed network. SARIMA and TBATS modeling is 

implemented in R and NARX model is built using Neural Network Time Series Tool in 

MATLAB. After building these models, one week ahead forecast values are obtained which is 

equal to 168 hours. Summation of forecast values of linear and nonlinear components is the 

final forecast value of the electricity price. Forecast performances are compared with RMSE 

and MAPE values. 4 th International Conference on Advances in Statistics MAY 11-13, 2018, 

St. PETERSBURG, RUSSIA As a result, more accurate forecasts are obtained by hybrid 

methodology than using only individual models. The best model is the hybrid model which is 

the combination of SARIMA and NARX NN model. Therefore, hybrid models are effective to 

forecast hourly electricity price which shows high volatility and multiple seasonality.  

Key Words: Electricity price forecasting; Time series analysis; Hybrid method; Neural 

Network; TBATS  
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Abstract  

 

Steganography is an art of concealing information/message in a medium, so that it can not be 

noticed by unintended parties. There are many studies offering variety of techniques in the 

literature utilizing LSB image steganography but enhanced steganographic schemes are needed 

for improving quality of stego-image as well as computational performance. In this study a new 

steganographic scheme is presented which utilizes different chaotic maps namely Logistic map, 

Tent map, Quadratic Map, Bernoulli Map, Sine Map, Chebyshev map in different combinations 

to select the pixel location for hiding data. The message is compressed before embedding in the 

cover image so that the capacity of embedding is improved. Quality of the stego image is 

assessed with not only by statistical values like PSNR, MSE and histogram but also in terms of 

correlation, entropy, homogeneity, contrast, and energy. It is understood from the statistical 

results that the proposed scheme is strong and secure for hiding the information in a digital 

medium.  The resultant stego image is almost identical to the original image that is deduced 

from variety of statistical analyses.    

 

Key Words: Steganography, Chaotic map, spatial domain steganography, PSNR, data 

compression, statistical analysis   
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Abstract  

 

In this new era of E-Commerce, recommendation systems are mainly requirement of every e-

commerce website. Accuracy and efficiency of these systems are  the core concern of  business. 

To measure these factors, we have performed analysis on some of the popular techniques. In 

this study half a million transactions of Turkish Private Construction Retail company were used 

amongst 1023 products. A detail evaluation of item-item collaborative filtering (CF) and 

frequent pattern mining (FPM) has been carried out using Cosine, Jaccard and Pearson 

similarity functions for CF and Apriori , FPGrowth algorithm for FPM respectively. Initially, 

the similarity matrices  are calculated with raw data later, after adding new augmented attributes 

to the data model similarity matrices are calculated again. K nearest neighbor (KNN) algorithm 

is applied to propose the recommendations regarding calculated similarity matrices. Results has 

shown the significant improvement shift of precision score in Cosine and Jaccard of 0.05 and 

0.2 respectively by using our proposed data model.  An other recommendation comparison is 

carried out to utilize FPM using WEKA Software and GraphLab Library. Results indicates that 

Jaccard similarity and FP-Growth algorithm were the best among our analysis.  

 

Key Words: Collaborative Filtering; Frequent pattern Mining; Recommendation system; K 

nearest neighbor (KNN); E-Commerce 
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Abstract  

 

The problem of searching non-singular optimal designs with the minimal number of 

support points is quite important since the use of such designs allows decreasing experimental 

expenses. Many works were devoted to the study of this problem, see, e. g., [1]. In pioneer 

paper [2] de la Garza shown that d-optimal designs are always saturated for polynomial 

regression models, i. e. the number n of support points of these designs coincides with the 

number p of unknown parameters of the regression model. On the other hand, for nonlinear in 

parameters models, cases in which optimal designs arise with the number of support points n 

> p are not rare. The series of papers [3], [4] and [5] consider the question on transferring de 

la Garza result to nonlinear models. Most authors are concentrated their attention on models 

with one explaining variable whereas many regression models used in practice are 

multidimensional. These models are much more difficult to study. To a large extent, this is 

related to the fact that Chebyshev systems of functions do not exist in this case see [3]. In our 

recent paper [6] we proposed to call such cases the excess phenomenon, and the 

corresponding designs excess designs.  

In present work we provided the analytical solution of the problem of finding the 

dependence between the number of the locally optimal design support points and the lengths 

of the design intervals for the Cobb-Douglas model which is used in microeconomics. The 

saturated optimal designs were constructed in explicit form. To find the excess optimal 

designs one could use various numerical methods. The main idea of our paper was to show 

how a homothety of the design space X influences the form of an optimal design. We suppose 

that the approach proposed in our work will be useful for distinguishing classes of models for 

which the homothety transformation leads to excess designs, and classes of models in which 

this property does not take place. 

Key Words: Excess design; Locally D-Optimal Designs; Homothetic transformation;  Cobb-

Douglas model;  
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Abstract  

 

Homogeneous and heterogeneous minimum mean square error estimators have considerable 

attention in the literature. Farebrother [1] offered an adaptive form of the minimum 

homogeneous mean square error estimator. Stahlecker and Trenkler [4] put forward a minimum 

heterogeneous estimator incorporating some prior information. Then, Tracy and Srivastava [5] 

recommended an adaptive form of the Stahlecker and Trenkler’s heterogeneous estimator by 

regulating this estimator as a convex combination of the ordinary least squares estimator and 

its mean vector. Shrinkage estimators can be handled in the context of homogeneous and 

heterogeneous minimum mean square error estimators. In a Bayesian point of view, Lindley [5] 

derived an estimator by shrinking the ordinary least squares estimator toward a nonzero prior 

mean which is named as Lindley’s mean correction. In this study, we develop two methods for 

proposing two new shrinkage estimators. At first, we make use of the Lindley’s mean correction 

in the heterogeneous minimum mean square error estimator of Stahlecker and Trenkler [4] and 

offer a new adaptive form of this estimator. Afterwards, the Lindley’s mean correction is used 

as a mean vector for the unknown regression parameter and we propose a new shrinkage 

estimator by the way of Bayesian consideration. In order to analyze risk properties of our new 

estimators we prefer well known quadratic loss function as well as extended balanced loss 

function of Shalabh et. al [3]. Risk performances of the new estimators are examined via an 

extensive Monte Carlo experiment. The numerical outcomes show that our new methods are 

preferable to the old ones. 

 

Key Words: Extended balanced loss function; Heterogeneous minimum mean square error 

estimator; Quadratic loss function; Risk performance; Shrinkage estimator 
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Abstract 

 

Independent random variables X1, X2,…, Xn having  U([0,1])-uniform distribution and upper 

and lower record values in this set are considered. We study the problem how to maximize 

(taking into account  some consecutively observed values  x1, x2,…, xk  of these X’s)  the 

expectation of sums of records in this sequence under the optimal choice of the corresponding  

value  xk   of  Xk  (instead of  X1)  as the initial record value. The following questions are 

discussed and the considered problems are solved. 

 

1) How to maximize the expectation of the sum of upper record values amongst these 

X’s? 

2) How to maximize the expected value of the sum of lower records? 

3) What is the maximal possible value in the suggested scheme of the expectations of 

sums and differences of upper and lower records? 

4) What is the way to obtain the maximal mean values of the numbers of upper and 

lower records? 

 

Key Words: record times, record values, expected number of records, uniform distribution, 

optimal choice problem 
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Abstract    

 

The class of L-statistics is one of the most commonly used classes in statistical inferences.  

There is an extensive literature on asymptotic properties of L-statistics, but its part relating to 

large deviations is not so vast. We can mention a few of highly sharp results on this topic for 

L-statistics with smooth weight functions ([1], [6] and references therein). As to the trimmed 

L-statistics, the first – and up to the recent time the single – result on probabilities of large 

deviations was obtained in [2], but under some strict and unnatural conditions. Recently, the 

latter result was strengthened in [4], where a different approach, other than in [2], was proposed 

and implemented; this approach allowed us to establish in [3]-[5] a number of new results on 

large and moderate deviations under quite mild and natural conditions. 

       Some of our recent results from [3]-[5] will be presented in the talk. We will also discuss 

our approach for studying asymptotic properties of trimmed L-statistics based on a stochastic 

approximation with use of Winsorized observations. 

 

 

Key Words: large deviations; moderate deviations; L-statistics; intermediate trimmed mean; 

asymptotic normality. 
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Abstract 

 

We offer an approach of representing a complicated likelihood for a statistical model as a 

marginal one based on artificial missing data. If artificial missing data were observed, we would 

have the so-called complete-data likelihood, whose choice is not unique and is to some extent 

up to us. When choosing the form of the complete-data likelihood, simplification is sought in 

the likelihood factorization at the complete data level. Semiparametric survival models and 

models for categorical data are used as an example. A generalization of the approach serves a 

situation when the model at the complete data level is not a legitimate probability model or if it 

does not exist at all. The method is used to formulate and provide an estimating procedure for 

a novel Copula-based semiparametric model for multivariate survival data that combines 

features of Gamma and positive stable shared frailty models. The method is applied to analyse 

data on time to blindness in diabetic retinopathy patients.  

 

Key Words: Biostatistics; Semiparametric multivariate survival models; Maximum Likelihood 

Estimation; Diabetic retinopathy 
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Abstract   

 

The conditional distribution of asset returns has been widely studied in the literature using a 

wide range of methods that usually model its conditional variance. However, empirical studies 

show that the returns of most assets display time-dependence beyond volatility, and there is 

difficulty with fitting their extreme tails. Our aim is to study the time variation in the shape of 

the return distribution by jointly modelling a finite collection of quantiles over time under a 

Bayesian nonparametric framework. Formal Bayesian inference on quantile is challenging 

since we need access to both the quantile function and its inverse. We employ a flexible 

Bayesian implementation of a conditional transformation model and we propose a novel class 

of Bayesian nonparametric priors for quantiles. This allows fast and efficient Markov chain 

Monte Carlo (MCMC) methods to be applied for posterior simulation and forecasting. Under 

this Bayesian nonparametric framework, we avoid strong parametric assumptions about the 

underlying distribution, and so we obtain a model that is flexible about the shape of the 

distribution. We show that the proposed model can be used to define a stationary process of 

distributions. In our empirical exercise, we find that the model fits the data well, offers robust 

results, and acceptable forecasts for a sample of stock, index, and commodity returns. 
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Abstract 

 

This article describes a new modified probability paradox Janosik the Robber. It uses one  

Slovak legend of hero, who took from rich people and money was given to the poor. That 

statistic and probability paradox is discussed in context with another related paradoxes. A 

computer application that facilitates investigation of that paradox is presented. The 

implementation and use of the application are explained. Paradoxes can play a useful role in 

the classroom for fruitful discussions and provoke deeper thinking about the nonintuitive 

probabilistic ideas. The students could be encouraged to think about how to design their own 

real experiment to simulate that paradox situation. That paradox problem and his simulation is 

suitable for introductory science or statistics lecture. The students responses is presented, too. 

Key Words: probability paradoxes, statistics for sciences, education 
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Abstract   

 

In addition to professional sports such as soccer, baseball and basketball, archery, fencing, and 

athletics are also judged as records. By collecting and analysing these records, you can identify 

the factors of victory. Owing to advances in technology and increased interest in sports, 

statistics are frequently used in a variety of sports as well as baseball represented by the 

sabermetrics. In this study, we try to analyse the two research themes using data obtained from 

the NBA in America. The first topic is the analysis of victory factor of the game. We analyse 

the NBA data from 2014 to 2016 and compare it with the previous research results of Oliver 

(2004). The second one is the analysis of playoff entry factors, a common goal of all teams in 

the NBA. For this, seasonal team data from 2006 to 2016 were used to analyse. The most 

important factor for victory is earning points aggressively. Variables for representing mistakes 

also appeared to be important, but above all, scoring was a priority. Unlike previous studies by 

Oliver (2004), the importance of free throw is very low. In the past, most of the teams relied 

heavily on the center, and the center had a very low free throw success rate, and the win was 

depending on how well they put free throws. In modern basketball, however, the game is played 

around guard and forward. Most guards and forwards lead to scoring with a high free throw 

success rate of over 95%. Therefore, it seems that the preceding factors such as fouls and 

turnovers, which are direct causes of free throws, are more important than free throws. It has 

been shown that reducing the number of mistakes and the success of defensive play are the most 

important factors in entering the playoffs. In other words, building teamwork to determine 

mistakes and defences was identified as an important factor.   

 

Key Words: Correlation analysis; linear discriminant analysis; logistic regression; random 

forest; variable selection.  
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Abstract 

 

As complexities, diversities and variations exist in our real world, different statistical 

distributions are derived to model them. Still, there are many important circumstances where it 

is difficult to model the real life data as they apparently do not follow any standard probability 

distribution. Because of this, efforts have always been extended for the development and 

advancement of generalized statistical models. 

In this study, we introduce a generalization, named as the Rayleigh exponential 

distribution using the Transformed-Transformer method [1]. This method is elaborated briefly. 

A random variable T follows the Rayleigh distribution, is transformed through the function of 

cumulative distribution function of exponential distribution. We have also showed that in some 

real life phenomena, this distribution performs well than some other existing distributions. 

In the current study, we have also explored the Rayleigh exponential distribution in 

Bayesian Paradigm using noninformative priors. In Bayesian study, probability distribution is 

assigned not only to the observed data but also to the unknown parameters. Then a posterior 

distribution is obtained which contains all the probabilistic information about parameters.  

The chief objective of this study is to compare classical and Bayesian estimation 

techniques. The expression for the estimators of unknown parameters of said distribution are 

obtained using maximum likelihood method and through Bayesian approach under five 

different loss functions, which are square error, weighted, quadratic, precautionary and 

modified II loss functions. 

Selection of prior is mandatory in Bayesian frame work. Sometimes prior distribution 

has less or no information about the unknown parameters as compared to the likelihood 

function. In such situations, it is better to use noninformative priors. Jeffreys’ and uniform 

priors are considered as noninformative priors which we have used in this article. 

Noninformative priors are used to derive the posterior distribution of parameters and then the 

posterior estimates are obtained. 

A complete implementation of Lindley approximation technique for the estimation of 

Bayes estimators [2] is given. Simulation technique is used to compare the performance of the 

Bayes estimates under noninformative priors with the maximum likelihood estimates obtained 

through theoretical results. Random samples have been generated from Rayleigh exponential 

distribution using the technique proposed by Alzaatreh, Lee et al. (2013) [1]. The frequentist 

and Bayes estimators are compared through risk functions. Results show that the Bayes 

estimators using uniform as well as Jeffreys’ priors have smaller risk than those of the 

maximum likelihood estimators. Performance of quadratic loss function is best for one 

parameter and for the other one, modified II loss function performs best. 

  A real life application is analyzed for the performance of classical and Bayes estimators.  
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It is concluded that, when we compare the maximum likelihood estimators with the 

Bayes estimators using Lindley’s approximation in term of their risk functions, the Bayes 

estimators using noninformative priors, perform better than the maximum likelihood 

estimators. However, for large sample sizes, the Bayesian and classical estimates become closer 

in terms of risk function. 

 

Key Words: Rayleigh distribution, Lindley’s approximation, Bayesian analysis, square error 

loss function, Transformed-Transformer method 
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Abstract  

 

Control chart acts as the most important tool for the monitoring of process parameters. 

Although firstly proposed for manufacuring industry, control charts are recently used in a 

number of fields such as chemical laboratories [1], nuclear engineering [2], health sciences[3] 

etc. Efficient control charts are always desirable for the detection of abnormal variations in 

process parameters at an early stage. Control charts typically work in two phases: Phase I 

(retrospective phase) and Phase II (prospective phase). Phase I involves the estimation of 

parameters and control limits based on a clean historical set of samples whereas Phase II charts 

are applied for the online monitoring of processes. Recently, control charts based on auxiliary 

information have been proposed for the monitoring of process location in Phase II (cf. [4, 5]). 

These charts have been shown to be more efficient as compared to usual Shewhart type location 

charts. As per our knowledge, no work has been done to investigate the performance of auxiliary 

information based location charts in Phase I. The use of auxiliary information can help in 

increasing the preciseness of parameter estimates and in return increasing the efficiency of the 

control chart procedures in Phase I. In this study, we propose and investigate the performance 

of auxiliary information based charts for the monitoring of process location in Phase I. 

Assuming bivariate normality of the variables, the control limit structures are designed for the 

proposed chart. Moreover, the performance of the charts is investigated and compared with the 

usual Shewhart X  chart considering localized mean disturbances in the Phase I dataset. 

Probability to signal is used as a performance measure in this study following [6]. The 

comparisons revealed that that the auxilairy information based location chart outperforms the 

usual Shewhart X chart in terms of detection of contaminations in Phase I data. A real life 

example is also provided to illustrate the application of the proposed chart. This study will help 

quality practitioners to choose an efficent chart for the monitoring of process location in Phase 

I. 

 

 

Key Words: Control Chart; Auxiliary information; process location; bivariate; probability to 

signal  
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Abstract 

 

We discuss Esseen type bounds for the remainder in a combinatorial central limit theorem 

(CLT). We start with the case of non-independent random variables. No moment assumptions 

are assumed. Next, we turn to the Esseen bounds in a combinatorial CLT for independent 

random variables with finite moments of order p>2. We also show that the combinatorial CLT 

may hold while variations are infinite. The case of random combinatorial sums is mentioned. 

Applications to moderate deviations of combinatorial sums are discussed as well.  

 

 

Key Words: combinatorial central limit theorem; Esseen inequality; moderate deviations; 
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